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Abstract

In recent years, the field of computer vision has witnessed remarkable advancements,
largely attributed to the utilization of deep neural networks. As researchers continue to explore
avenues to enhance the performance of these networks, the role of input data representation
has gained prominence. This paper investigates the benefits of employing linear and logarithmic
RGB data transformed from readily accessible sRGB color space images in the JPEG file format
as inputs to deep networks for computer vision tasks. Drawing inspiration from previous work
that highlights the potential advantages of logarithmic RGB data, we present a comprehensive
study encompassing experimental methodologies, encountered challenges, and insights gained
during the research process. Our findings shed light on the intricate interplay between data
representation, neural network architecture, and preprocessing techniques, offering valuable
insights for researchers and practitioners in the field.

1. Introduction

Deep neural networks have emerged as cornerstones of modern computer vision
applications, achieving remarkable feats in image classification, object detection, and more. A
critical aspect influencing the performance of these networks is the choice of input data
representation. An extensively studied and important aspect is the retention of physics in the
input data. The principles governing the phenomenon of reflection and the process of capturing
images through sensors adhere to well-established laws of physics that have undergone
thorough examination in the domains of computer vision and related disciplines. Foundational
research has focused on the representation of surface appearances and the analysis of
reflective attributes.” Subsequent investigations have delved into leveraging the constraints and
frameworks derived from physics to partition images, classify objects, detect highlights, compute
lighting conditions, and discern shadows.? All these works underscore the significance of
physics presented in images for completing various computer vision tasks. As a result, linear

and logarithmic RGB data, which preserve the physics of the world, offer significant potential



benefits in improving the network's ability to learn meaningful features and generalize to diverse
scenarios. For example, a 2020 study by Chen demonstrated that using linear RGB data as
input to their network can lead to improved performance in recovering details from low-light
scenes.®

Capturing images in RAW format is a relatively straightforward process, and both
Android and Apple phones possess the capability to capture and process RAW images.*
However, a challenge arises when using RAW images in deep learning for computer vision.
Many prevalent datasets utilized for deep learning in computer vision consist solely of
preprocessed images, lacking access to the original linear data. This situation is common
across various widely used datasets, including ImageNet®, COCQ¢?, Pascal VOC’, Faces in the
Wild®, and Intrinsic Images in the Wild®. Even datasets designed for specific tasks, such as
highlight detection, which were historically tackled using physics-based approaches, resort to
assembling datasets from web-acquired images.'® Given these circumstances, there exists a
potential advantage in transforming processed images into the linear RGB or log RGB color
spaces, which could lead to performance enhancements in computer vision tasks where raw
images are not readily available. Inspired by previous work that underscores the potential
benefits of log RGB data,"” we embark on a research journey to comprehensively investigate
these advantages.

In this study, | delve into the exploration of using linear and logarithmic RGB data
transformed from JPEG sRGB images as inputs to deep neural networks for computer vision
tasks. Through iterative experimentation, architectural refinements, and considerations in data
preprocessing, | aimed to achieve the best results in the CatsOrDogs task across all three data
formats. The rationale behind selecting the CatsOrDogs task and dataset stems from the fact
that the images within the dataset are captured under various lighting conditions. This selection

offers a unique opportunity to gain valuable insights into the practical implications of employing



different data representations, which either preserve or discard physics-based features present

in the images, such as lighting and shadows.

2. Related Work

Previous research has demonstrated that utilizing linear RGB or log RGB transformation
from raw data enhances the performance of a deep network in detection tasks when employing
the same network architecture on images of differing formats. The same research team also
suggested that log RGB data retains consistent structural information that might not necessarily
be present in data converted to compressed formats, such as JPEG sRGB."” Moreover, log
RGB data empowers standard convolution layers to compute pixel ratios, which have proven
useful as illumination invariant features of objects.” While these findings provide the foundation
for our investigation, our study aims to extend and validate these concepts even when the

original dataset is in JPEG sRGB format, as opposed to raw data.

3. Methods, Experiment, and Results

In pursuit of our research objectives, we centered our focus on a specific image
classification task known as "CatsOrDog.""? The CatsOrDog task entails distinguishing whether
an animal depicted in an image is a cat or a dog. It comprises an original dataset in sRGB color
space, presented in jpeg format. This setup offers a pertinent context for evaluating the
performance enhancements derived from employing linear and log RGB data transformations
on the original sRGB color space images stored in jpeg format.
3.1. Data Preparation

Our experimentation involves the utilization of a CNN model'? as our initial framework.
We meticulously processed the dataset, first transforming the sRGB color space into a linear

color space in PNG format using the Magick tool. Subsequently, the linear data was further



converted into log data in .exr format. This transformation was achieved by utilizing OpenCV to
load the linear data, adjusting the color space from BGR to RGB, performing geometric resizing
to 224 x 224, and subsequently saving the loaded image data (224x224x3)" in log color space
within the .exr file format.

Geometric resizing varies for the log data compared to the other two types of data. Most
convolutional neural networks are accustomed to normalized or scaled images (x), often
undergoing a transformation of the form:

X’ = (x - mean) / stdev

This operation centers the values around zero, with the majority falling within the range

of -2 to 2. Another common scenario involves data normalized to the range of 0 to 1:
X' =X/ Xx_max

For the linear and JPEG data, the built-in resize method of the transforms class from
torchvision is used during the experiment. However, applying similar transformations to log
images disrupts the inherent relationships and yields unpredictable outcomes. Therefore,
geometric resizing for log data should be conducted in linear space before transforming to log
space, as resizing frequently involves pixel value interpolation — an operation best suited for
linear data. Subsequently, before saving the image, the loaded image data also needs to be
cast to float32 format because OpenCV reads images in float64 format which is not supported
by PyTorch. After the transformations, the image data is saved in .exr format. Consequently, we
have three datasets (Figure 1) — linear RGB, log RGB, and original JPEG data — to facilitate a

comprehensive performance comparison in the CatsOrDog task.



Original Jpeg Linear image
Size: (179, 217)

Transformed log image
Size: torch. Size([224, 224, 3])

Figure 1. An example of three preprocessed image data inputs.

Following the data transformation, the sRGB and linear data are loaded using the
ImageFolder function in PyTorch, as .jpg and .png image formats are natively supported.
However, loading the log data demands additional steps due to the .exr file format not being
natively supported by PyTorch. Hence, using the ImageFolder to load all image files in the folder
is not feasible, as it processes images through PIL, which reduces them to 8-bits. Consequently,
a custom dataset must be created, implementing the PyTorch Dataset class and employing the
OpenCV library. This approach allows the log image data to be loaded into a float32 torch
tensor, enabling the compilation of all .exr images into a PyTorch-compatible dataset for training

and testing purposes.

3.2. Object Detection Experiment

The CNN structure used for the CatsOrDogs task consists of three convolutional layers
to extract features, along with two linear layers that include a RelLU activation in between for
classification purposes. The initial two convolutional layers employ 3x3 filters, while the last
convolutional layer adopts 5x5 filters, designed to extract complex features comprehensively.
The convolutional network consists of 3, 64, and 512 channels, respectively. Each convolutional
layer is succeeded by RelLU activation and a 2x2 max pooling layer. Following the third max
pooling layer, a dropout layer is introduced, employing a dropout rate of 0.3 to mitigate

overfitting. The final pooling layer possesses 512 channels and is fully connected to a 512-node



linear layer after flattening. The network is trained using CrossEntropy' as the loss function and
Adam as the optimizer's. The learning rate for the log-based network was set at 1e-3,
maintaining consistency with the training of the other two data types. For each training iteration,
4000 cat images and 4000 dog images are utilized, while 1000 images of each species are
reserved for validation purposes. The selection of appropriate test data formats emerged as a
significant consideration. Consistency in data format between the training and testing data
proved vital in achieving accurate results during the experiment. To uphold this data
consistency, a uniform data format is employed throughout both the training and testing phases
of the network training process. For instance, if log data is used for training the network, log

data is also employed for testing the network's accuracy.

3.3 Result

Table 1 displays the resulting training and testing accuracy for the model training with
JPEG (2a), linear RGB (2b), and Log RGB (2c) data. Figures 2a, 2b, and 2c illustrate the
evolution of training and testing accuracies as well as losses throughout the entire 25 epochs of
the training process. In all experiments, we conducted network training at least twice and

presented results from the iteration with the best validation accuracy.

Set Number of JPEG linear RGB Log RGB
Epochs

Train 25 93.9%/0.1446 94.16%/0.1388 | 98.36%/0.0457

Test 25 89.68%/0.27 93.8%/0.1612 91.67%/0.3046

Table 1. Accuracy/Loss for the JPEG (2a), linear RGB (2b),
and Log RGB (2c) networks for both train and test sets
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Figure 2a. Training curves for the JPEG network
showing loss and accuracy for the train and test sets.
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Figure 2b. Training curves for the linear network
showing loss and accuracy for the train and test sets.
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Figure 2c. Training curves for the log network
showing loss and accuracy for the train and test sets.

As presented in Table 1, utilizing log data during both training and testing yielded the
highest training accuracy at 98.36%, albeit the test accuracy is approximately 2% lower than
that achieved by the linear network, which exhibited an impressive 93.8% accuracy. Notably,
both networks trained with linear and log data demonstrated higher training and testing
accuracy than the network trained with sRGB data. Another intriguing observation is that

employing log data during both training and testing led to a higher degree of overfitting, with the



testing accuracy being approximately 7% lower than the training accuracy. In comparison, the
network trained with sRGB data exhibited a difference of 4%, while the linear data-trained
network displayed a difference of 0.4%.

These outcomes align with the hypothesis that using linear and log data transformed
from sRGB data provides advantages to neural network performance, particularly in terms of
testing and training accuracy, even when the original data is already in a compressed form.
However, the anticipated result that log data, which retains the most physics features, would

yield the highest performance was not achieved.

4. Discussion and Conclusion

Our results and analysis support the hypothesis that using linear or log data enhances
performance in an object recognition task even when the data is transformed from compressed
JPEG format rather than RAW data.

CNNs are designed to process data with a grid-like topology, such as images composed
of pixels arranged in a 2D grid. The architecture of a CNN includes several layers, including
convolutional layers, pooling layers, and fully connected layers. Convolutional layers detect
features in the input image by applying learnable filters. These filters convolve with the input
image to generate feature maps, which are then processed through pooling layers to reduce
spatial dimensions and retain salient features. Fully connected layers process pooled feature
maps to produce final outputs, such as classification labels. As the original model proved overly
complex in feature detection and extraction, | reduced the total number of convolutional layers
and introduced an additional linear layer, resulting in a significant 6% increase in training
performance.

The log network displays a degree of overfitting as it excels in learning the training
dataset but performs less effectively on the testing dataset. PyTorch's DatalLoader is employed

to enable data shuffling, aiding in reducing overfitting. Furthermore, overfitting is mitigated by



employing logarithmic test data (.exr files) for models trained on logarithmic training data, while
linear data (png files) and sRGB jpg files are better suited for other training scenarios.
Additionally, dropout regularization is utilized to adjust the network, aiming to decrease variance
between validation and training performance. However, employing a dropout layer with a
dropout rate exceeding 0.3 results in diminished training and testing accuracies, indicating
excessive neuron deactivation."® Moreover, data augmentation is employed not only for
equitable experimentation but also to augment the training dataset, preventing overfitting and
promoting generalization.

In future work, overfitting could potentially be further diminished by experimenting with
different optimizers (e.g., AdamW) and tuning hyperparameters. Previous research suggests
that a smaller learning rate can yield more consistent log network training,” and adjusting
default hyperparameters (e.g., epsilon) for ADAM can aid convergence for log networks." While
not attained in this research, | believe that resolving overfitting would likely enable log data to
achieve the highest training and testing accuracy.

Ideally, working with raw image data, devoid of compression artifacts and retaining
original color information, would offer a more accurate representation of underlying data
characteristics. Unfortunately, obtaining datasets with raw images proved challenging. Raw
image datasets suited to our research objectives were not readily accessible, limiting our ability
to fully exploit the potential benefits of our proposed data representation. Exploring alternative
techniques for data compression or preprocessing to minimize information loss could further
enhance the accuracy of our findings. Despite this limitation, our study yields meaningful
advancements and insights within the confines of the available dataset.

In conclusion, our research highlights the advantages of utilizing linear and log RGB
data transformed from compressed images as inputs for deep neural networks in computer
vision tasks. Using linear or log RGB images that preserve the principles of the physics of

reflection can simplify certain visual tasks and increase robustness to specific types of visual



variation. While restricted by model overfitting and dataset limitations, our study provides
valuable insights into the interplay between data representation, network architecture, and
preprocessing techniques. As the field of computer vision continues to evolve, our findings
serve as a foundational step for future inquiries, inspiring researchers to explore novel

strategies for leveraging data representations to achieve enhanced outcomes in deep learning.
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